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Abstract 

This white paper describes a methodology for testing the performance of white box network devices through the 

presentation of a use case, the Private Peering Node. 
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Executive Summary 

A network team might suspect that a white box solution would not provide the same performance as 

traditional network devices. This document describes an approach to validating the white box 

performance. As a white box can run one of several network operating systems (NOS), the approach 

is to test the performance of the combination of the control plane, the data plane and the hardware 

chosen in the context of the selected use case. This approach is not specific to white boxes and can be 

used also for a traditional network device. 

A list of tests to be conducted should be specified based on guidelines provided by the several 

Requests for Comments (RFCs). By following this specification, it is possible to make an objective 

comparison between different hardware and/or operating system (OS) vendors. An analysis of the 

results will validate whether the selected combination is appropriate for the use case in question. 

As an example, the “Private Peering Node (PPN) Level 2” use case (similar to a typical L2 switch use 

case) was tested on a combination of a Wedge 100BF-32X [Wedge] with the NOS freeRtr [freeRtr] 

running on the Router for Academia, Research and Education (RARE) [RARE] data plane. The 

conclusion is that this combination provides the appropriate performance to handle the PPN Level 2 

use case in production. 

The test specification could be reused to create a database of tests that could be shared between the 

European National Research and Education Networks (NRENs). It is also possible to share a test 

platform or a code framework, especially as there are now open-source traffic generators such as the 

Realistic Traffic Generator (TRex) [TRex]. 
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1 Introduction 

The development of network devices in hardware platforms, software features and by vendors is fast 

and versatile. Compared with the traditional approaches where vendors provide compact hardware-

software platforms, emerging solutions offer decoupled hardware and network operating system 

(NOS), defined and used in this document as the white box (WB) model. 

Nevertheless, this raises a performance question for the users: would one combination of a selected 

hardware platform and a NOS provide the same or similar level of performance as a traditional single-

vendor-box solution or another combination of hardware and NOS? 

To check the performance of a white box, the users need to carry out the same tests as they usually 

do when they purchase traditional hardware. Moreover, performance tests for the combination of 

NOS and hardware should be selected according to the chosen use case (e.g. L2 switch, customer 

premise equipment (CPE), etc.) as the hardware and software might not provide the same level of 

performance for all use cases, and might even have been designed for a specific use case that 

dominates the current market, such as data centre (DC) switches. 

This white paper describes the performance validation of the combination of a Wedge 100BF-32X 

[Wedge] with the freeRtr [freeRtr] control plane and the Router for Academia, Research and Education 

(RARE) [RARE] data plane for the “Private Peering Node (PPN) Level 2” use case, which corresponds to 

a typical Level 2 switch use case. It describes the use case in Section 2 and the selected performance 

validation tests in Section 3. The tests are described in detail, so that the test results could be 

compared with the results of similar tests provided by vendors, including chosen parameters, the type 

of test, how the tests were realised and the results reported. The results are presented and discussed 

in Section 4. Conclusions are drawn in Section 5, and detailed software-generated test-results reports 

are provided in Appendix A. 
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2 Private Peering Node Use Case 

2.1 Use Case Description 

In scope for the performance tests is an L2 switch in a Private Peering Node (PPN) use case. This use 

case is similar to a typical L2 switch scenario and could thus also be convenient for an Internet 

exchange point (IX) use case, with the exception that the configuration of the device under test (DUT) 

would be different (for example, implemented access lists might differ). 

In the PPN use case, a switch or router is set up to deliver private peering connections with large 

telecom companies such as Google, Akamai, etc. Private peering connection nodes are used to reduce 

the use of the Internet via an Internet service provider (ISP) by redirecting traffic (towards and from 

these large telecom companies) through a direct connection established between the NREN and the 

telecom companies in a carrier hotel such as Interxion, Telehouse, or wherever these telecom 

companies are present. In general, these private peering partners accept two connections (two pairs 

of fibres) at 10 Gbps but if more capacity is required (> 20 Gbps) then the partners ask for a 100 Gbps 

link which is cheaper for them (only one pair of fibres, one cross-connect in a meet-me room). The 

cost of 100 Gbps ports could be relatively high for traditional router suppliers in contrast to new switch 

suppliers (the private peering node could provide very cheap 100 Gbps ports). When the traffic with 

this partner exceeds 20 Gbps, it does not reach 100 Gbps immediately. It is therefore possible to 

multiplex this traffic onto a small number of 100 Gbps ports at the entrance to the NREN. For instance, 

10 private peerings can be connected at 100 Gbps to only one 400 Gbps aggregate port (see Figure 

2.1). The private peering node provides this multiplex, dramatically reducing the cost of the backbone 

routers. 
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Figure 2.1: Private peering use case principle 

In the case of a L2 PPN, the Border Gateway Protocol (BGP) peering is not made on the PPN but 

between the backbone router and the private partner router. The L2 VPN only forwards and 

aggregates the traffic towards the back, as shown in Figure 2.2. 

 

Figure 2.2: Example of BGP peering in L2 PPN deployment context 
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2.2 Requirements 

This section describes the requirements for the L2 PPN use case in terms of protocols, features, 

number of addresses, etc. 

Parameters and protocols implemented 

• 1,000 MAC addresses 

• 50 IPv4 and 50 IPv6 addresses for machine administration 

• MAC ACLs are configured to control which hosts are connected to the port and can access the 

PPN Level 2 network. The MAC address filter is implemented on each connected port to control 

the device connected to the port. 

• Broadcast storm protection 

• VLANs (802.1Q) 

• Link aggregation (LACP) 

Performance requirements 

• The solution must be capable of transmitting at least 200 Gbps and preferably at 500 Gbps. 

• It would be desirable to check whether the switch can forward at a wire speed of 6.4 Tbps (16 

ports sending at 100G to 16 other receiver ports) without any blocking effect, as specified by 

the Wedge 100BF-32X datasheet. This kind of test is very difficult to achieve, taking into 

consideration the status of the performance tester available. 

The full configuration of a L2 switch for the Private Peering Node will be implemented on the device 

under test (DUT), including all the parameters required for these use cases (MAC addresses, L2 filter, 

protocol implemented, etc.). 
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3 Required Tests 

The aim of this section is to describe procedures that can be used for testing the performance of white 

box devices for the PPN L2 use case. The testing in scope is the behaviour of the device under a very 

high load. No other tests are performed, including functional (capabilities and correct operation 

testing), negative (unexpected or malformed packets), conformance (compliance to industry 

standards) or stability (extreme conditions) tests. 

The presentation of all the tests is standardised and includes: 

• The standards that are used for testing. 

• The purpose of the test. 

• A short description of the test methodology. 

• General test network topology (e.g. connection between DUT and tester, etc.). 

• Definition of the parameters and variables that could be used in the test procedure (protocols, 

IP addresses, number of routes, packet-size ranges, etc.). 

• Test configuration examples. 

• Results (e.g. metrics, tables, graphs, etc.). 

It is necessary to have a detailed description of the tests in order to be able to make comparisons with 

other performance tests provided by others sources (hardware datasheet). For an objective 

comparison, it is necessary to take into consideration the test parameters (number of routes, size of 

packets used, etc.). 

All the presented tests could be executed individually or in the same or any other test plan chosen by 

the network administrator. Execution of the tests implies the existence of a tester device with 

appropriate testing capabilities that can measure performance in network conditions that are as 

realistic as possible. 

3.1 Overview of Tests Selected 

This section outlines the list of tests needed for performance validation of the L2 PPN use case. A 

detailed description of each test can be found in the next section (Section 3.2). 

Some of the tests should include MAC ACLs to control and broadcast storm protection but as these 

features are not available on freeRtr, these options will be skipped in the test. 

The list of performance tests for the L2 switch for the Private Peering Node use case is as follows: 
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• Address Learning Rate: This test determines the rate of address learning of a LAN switching 

device. 

• Address Caching Capacity: This test determines the address caching capacity of a LAN 

switching device. 

• Broadcast Frame Forwarding: This test determines the throughput of the DUT when 

forwarding broadcast traffic. 

• Broadcast Frame Latency: This test determines the latency of the DUT when forwarding 

broadcast traffic. 

• Forwarding Test: This test determines the throughput, frame loss, and forwarding rates of the 

DUT offered fully meshed, one-to-many, many-to-one, or one-to-one traffic as defined in RFC 

2285 [RFC2285] (IPv4 and IPv6).  

• Congestion: 

○ Head of Line Blocking (HOLB): This occurs when a data packet in a queue is waiting to be 

transmitted when it can be, but the packet at the head of the queue (line) cannot move 

forward due to congestion, so it blocks the entire packet queue. 

○ Congestion Control and Back Pressure: This test determines how a DUT handles 

congestion, specifically whether the device implements congestion control and whether 

congestion on one port affects an uncongested port. 

○ Forward Pressure Rate: This test overloads a DUT port by sending traffic with an interframe 

gap of 88 bits. If the DUT egress port transmits frames with an interframe gap that is less 

than 96 bits, then forward pressure is detected. 

• Errored Frames Filtering: This test determines the behaviour of the DUT under error or 

abnormal frame conditions. The results of the test indicate whether the DUT filters or forwards 

the errored frames. 

3.2 Detailed Description of the Selected Tests 

The device under test is evaluated using a traffic generator whose tools allow it to perform predefined 

tests based on RFC documentation. In this case, RFC 2889 and RFC 2544 [RFC2889], [RFC2544] were 

used in the Spirent traffic generator [SpirentTC]. Therefore, some of the descriptions below are based 

on the Spirent documentation and test definitions from those two RFC documents. 

The tests are performed in such a way that the device under test has some initial configuration that is 

not changed during the whole test. At least one parameter is chosen whose values are varied during 

the test, and the device behaviour is then observed based on the changed parameter values. Each test 

repetition is called a “trial”. The number of trials is defined as the number of times the test is repeated 

with its initial configuration, with the varied value of the chosen parameter. At the start of the next 

trial, these parameters revert to their initial values. 



Required Tests 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

8 

3.2.1 Forwarding Test 

Standard: RFC 2889 sections 5.1, 5.2, 5.3 and 5.4. 

Purpose: This test determines the throughput, frame loss and transfer rates of the DUT with the option 

of choosing traffic defined in RFC 2285 [RFC2285] as fully meshed, one-to-many, many-to-one or one-

to-one. 

Methodology description: The test equipment emulates one or multiple L2 MAC addresses per port. 

Learning frames are sent to the DUT and verified. Full mesh traffic is then sent from every test port in 

a round-robin fashion through the DUT to every other test port. Traffic can also be sent one way, 

reverse, or bi-directionally from one-to-many ports or many-ports-to-one. Various frame sizes and 

port loads are used across test trials (iterations). 

General test network topology: 

 

Figure 3.1: General test network topology – Forwarding Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Trial Duration – The recommended trial duration is 30 seconds. The trial duration should be 

adjustable by at least between 1 and 300 seconds. 

• Frame Size – The frame size can vary between 64 and 16,383. Recommended frame sizes are 

64, 128, 256, 512, 1,024, 1,280 and 1,518 bytes, per RFC 2544 section 9. It is also necessary to 

notify the user how the frame sizes will vary through successive test trials (including the CRC). 

• Duplex Mode – In this use case the traffic will be full-duplex. 

• Intended Load (Iload) – The intended load per port is expressed as a percentage of the 

medium’s maximum theoretical load, regardless of traffic orientation or duplex mode. Certain 

test configurations will theoretically over-subscribe the DUT/SUT (see RFC 2889 section 5.1.2). 
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• Burst Size – The burst size defines the number of frames sent back-to-back at the minimum 

legal interframe gap (IFG) before pausing transmission to receive frames. Burst sizes should 

vary between 1 and 930 frames. A burst size of 1 will simulate a constant load. 

Specific Forwarding Test parameters: 

• Orientation – Traffic can be generated in one direction, the reverse direction, or both 

directions. 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT ports in the testing 

procedure. Usually, due to resource restrictions, tests are done on a limited number of DUT and tester 

ports. For the example shown, a configuration of 4 DUT ports is used for the testing procedure. The 

tester network emulates 1 device per port. Traffic in the test is generated based on the configured 

end ports. Traffic flow is bi-directional with one-to-many mapping. 

Measurements that the user should expect for the performance assessment (test result format): 

Forwarding Rate by frame size (it is important to test several frame sizes) 

• Frame Size (bytes) 

• Burst Size (if provided) 

• Throughput 

• Intended Load 

• Offered Load 

• Forwarding Rate (fps) 

• Tx Frame Count 

• Rx Frame Count 

• Frames Lost 

• Flood Count 

• Frames other than your own measurement stream that could have been generated, such as 

signalisation 

3.2.2 Address Caching Capacity Test 

Standard: RFC 2889 section 5.7. 

Purpose: This test determines the address caching capacity of a LAN switching device. 

Methodology description: The test equipment learning port transmits learning frames at a 

configurable rate (frames per second) to the DUT with varying source addresses and a single 

destination address to the test port. Test frames are then sent from the test port destined for the 

learning port. The test equipment monitoring port listens for flooded or misforwarded frames. A 

binary search method determines the maximum number of addresses that are correctly learned and 

forwarded by the DUT without flooding or misforwarding any frames. 
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General test network topology: 

 

Figure 3.2: General test network topology – Address Caching Capacity Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Number of Addresses: 

○ Min – The minimum number of addresses (between 1 and 65,536) to be sent to the DUT. 

If this value is reached during the test, the test stops automatically. 

○ Max – The maximum number of addresses (between 1 and 65,536) to be sent to the DUT. 

If this value is reached during the test, the test stops automatically. 

○ Initial – The number of addresses to be sent to the DUT in the first iteration. The number 

must be between 1 and the maximum number supported by the implementation. 

○ Ageing Time – The ageing time value (seconds) for the DUT. MAC addresses are removed 

from the cache when this time expires. Ageing time must be large enough for the test to 

complete, based on the values for Initial and Min. 

• Learning Rate – Frames per second (fps): the rate at which learning frames are transmitted. 

Specific Address Caching Capacity Test parameters: 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT ports in the testing 

procedure. Usually, due to resource restrictions, tests are done on a limited number of DUT and tester 

ports. For the example shown, a configuration of 2 DUT ports is used for the testing procedure. The 

tester network emulates 1 device per port. Traffic in the test is generated based on the configured 

end ports. 
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Measurements that the user should expect for the performance assessment (test result format): 

Address Caching Capacity by frame size (it is important to test several frame sizes) 

• Frame Size 

• Address Count 

• Tx Signaling/Protocol Frames 

• Rx Signaling/Protocol Frames 

• Rx Frames 

• Expected Rx Frames 

• Flood Frames 

• Expected Frames 

• Lost Frames 

• Frame Loss (%) 

• Learned Percentage (%) 

• Caching Capacity 

3.2.3 Address Learning Rate Test 

Standard: RFC 2889 section 5.8. 

Purpose: This test determines the rate of address learning of a LAN switching device. 

Methodology description: The test equipment learning port transmits learning frames at a specified 

rate to the DUT with varying source addresses and a single destination address to the test port. The 

source addresses used are equal to those determined by the results of the Address Caching Capacity 

test. Test frames are then sent from the test port destined for the learning port. The test equipment 

monitoring port listens for flooded or misforwarded frames. A binary search method determines the 

maximum learning rate (frames per second) at which the DUT learns addresses without flooding or 

misforwarding frames. 
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General test network topology: 

 

Figure 3.3: General test network topology – Address Learning Rate Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Number of Addresses 

○ Min – The minimum number of addresses (between 1 and 65,536) to be sent to the DUT. 

If this value is reached during the test, the test stops automatically. 

○ Max – The maximum number of addresses (between 1 and 65,536) to be sent to the DUT. 

If this value is reached during the test, the test stops automatically. 

○ Initial – The number of addresses to be sent to the DUT in the first iteration. The number 

must be between 1 and the maximum number supported by the implementation. 

○ Ageing Time – The ageing time value (seconds) for the DUT. MAC addresses are removed 

from the cache when this time expires. Ageing time must be large enough for the test to 

complete, based on the values for Initial and Min. 

Specific Address Learning Rate parameters: 

• Learning Rate – Frames per second (fps): the rate at which learning frames are transmitted. If 

possible, a minimum, maximum and initial rate can be defined. 

○ Min – The minimum learning rate (frames per second) to be sent to the DUT. 

○ Max – The maximum learning rate (frames per second) to be sent to the DUT. 

Configuration options for Max: 1–14,880, default 14,880. 

○ Initial – The learning rate (frames per second) to be sent to the DUT in the first iteration.  

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 
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General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT ports in the testing 

procedure. Usually, due to resource restrictions, tests are done on a limited number of DUT and tester 

ports. For the example shown, a configuration of 2 DUT ports is used for the testing procedure. The 

tester network emulates 1 device per port. Traffic in the test is generated based on the configured 

end ports. 

Measurements that the user should expect for the performance assessment (test result format): 

Address Learning Rate by frame size (it is important to test several frame sizes) 

• Frame Size 

• Address Count 

• Intended Load 

• Tx Signaling/Protocol Frames 

• Rx Signaling/Protocol Frames 

• Rx Frames 

• Expected Rx Frames 

• Flood Frames 

• Expected Frames 

• Lost Frames 

• Learning Rate (fps) 

3.2.4 Congestion Control Test 

Standard: RFC 2889 section 5.5. 

Purpose: This test determines how a DUT handles congestion, specifically whether the device 

implements congestion control and whether congestion on one port affects an uncongested port. 

Methodology description: The test uses one or more groups of four ports. Two of the four ports in a 

group are transmitters, while the other two ports are receivers. Test traffic is sent from both 

transmitters at 100% load. One of the two receiver ports (the uncongested port) receives 50% of traffic 

from one transmitter and no traffic from the other port. The other receiver port (the congested port) 

receives the remaining traffic, for a total of 150% of the traffic. If the results show frame loss at the 

uncongested port, then Head of Line Blocking (HOLB) is present. If there is no frame loss at the 

congested port, then Back Pressure is present. 

HOLB performance degradation occurs when a queued packet in a device port input queue must wait 

for transfer through the fabric because it is blocked by another packet in first in, first out (FIFO) buffer 

architecture. Back Pressure performance degradation occurs when the device port buffer is full and 

the packet’s originating device is informed to hold off sending packets until the device buffers become 

emptied. The Back Pressure condition propagates in the opposite direction compared with the data 

flows. 
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General test network topology: 

 

Figure 3.4: General test network topology – Congestion Control Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Trial Duration – The recommended trial duration is 30 seconds. The trial duration should be 

adjustable by at least between 1 and 300 seconds. 

• Frame Size – The frame size can vary between 64 and 16,383. Recommended frame sizes are 

64, 128, 256, 512, 1,024, 1,280 and 1,518 bytes, per RFC 2544 section 9. It is also necessary to 

notify the user how the frame sizes will vary through successive test trials (note that the frame 

size includes the CRC). 

• Addresses per Port – Represents the number of addresses which are being tested for each port. 

The number of addresses should be a binary exponential (i.e. 1, 2, 4, 8, 16, 32, 64, 128, 256, 

etc.). The recommended value is 1. 

• Duplex Mode – In this use case the traffic will be full-duplex. 

Specific Congestion Control Test parameters: 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

• Intended Load – The intended load per port is expressed as a percentage of the medium’s 

maximum theoretical load, regardless of traffic orientation or duplex mode (see RFC 2889 

section 5.5.3). Optionally, the intended load can be increased successively and vary through 

successive test trials. It could be defined as follows: 

○ Step increases the intended load for each trial from that of the previous trial. 

○ Start defines the intended load (as a percentage of the medium’s maximum theoretical 

load) used for the first test trial. 

○ End defines the maximum intended load (as a percentage of the medium’s maximum 

theoretical load) used in the test. 

• Burst Size – Defines burst sizes and how they vary through successive test trials. It could be 

defined as follow: 
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○ Step increases the burst size for each trial from that of the previous trial. 

○ Start defines the burst size (in frames) used for the first test trial. 

○ End defines the maximum burst size (in frames) used in the test. 

General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT groups of 4 ports in 

the testing procedure. Usually, due to resource restrictions, the tests are done on a limited number of 

DUT and tester ports. For the example shown, a configuration of 4 DUT ports is used for the testing 

procedure. The tester network emulates 1 device per port. Traffic in the test is generated based on 

the configured end ports. 

Measurements that the user should expect for the performance assessment (test result format): 

Congestion Control by frame and burst size 

• Frame Size 

• Burst Size 

• Intended Load 

• Head of Line Blocking – Yes/No 

• Back Pressure – Yes/No 

3.2.5 Forward Pressure Rate Test 

Standard: RFC 2889 section 5.6. 

Purpose: The test overloads a DUT port by sending traffic with an interframe gap of 88 bits, which is 

higher than the wire rate load (the IEEE 802.3 standard allows sending no less than 96 bits of 

interframe gap). If the DUT egress port transmits frames with an interframe gap that is less than 96 

bits, then Forward Pressure is detected. Switches that transmit with an interframe gap of less than 96 

bits violate the IEEE 802.3 standard and other switches may not interoperate properly with the switch 

in violation. 

Methodology description: Traffic is sent from one test port through the DUT to the other test port. 

The load for each frame size is greater than the link’s theoretical utilisation, using an interframe gap 

of 88 bits. The load used for each frame size is greater than the transmit medium’s maximum 

theoretical utilisation (thereby using an interframe gap of 88 bits). The Forward Pressure test functions 

in full duplex mode. 



Required Tests 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

16 

General test network topology: 

 

Figure 3.5: General test network topology – Forward Pressure Rate Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Trial Duration – The recommended trial duration is 30 seconds. The trial duration should be 

adjustable by at least between 1 and 300 seconds. 

• Frame Size – The frame size can vary between 64 and 16,383. Recommended frame sizes are 

64, 128, 256, 512, 1,024, 1,280 and 1,518 bytes, per RFC 2544 section 9. It is also necessary to 

notify the user how the frame sizes will vary through successive test trials (note that the frame 

size includes the CRC). 

• Duplex Mode – In this use case the traffic will be full-duplex. 

• Step Size – The minimum incremental resolution that the Intended Load (Iload) will be 

incremented in frames per second. The smaller the step size, the more accurate the 

measurement and the more iterations required. 

Specific Forward Pressure Rate Test parameters: 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT ports in the testing 

procedure. Usually, due to resource restrictions, tests are done on a limited number of DUT and tester 

ports. For the example shown, a configuration of 2 DUT ports is used for the testing procedure. The 

tester network emulates 1 device per port. Traffic in the test is generated based on the configured 

end ports. 
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Measurements that the user should expect for the performance assessment (test result format): 

Forward Pressure Rate by frame size (it is important to test several frame sizes) 

• Frame Size 

• Forward Pressure – Yes/No 

• Intended Load 

• Offered Load 

• Forwarding Rate 

• Frame Loss 

• Tx Frame Count 

• Rx Frame Count 

• Other Frames 

• Expected Frames 

• Flood Count 

3.2.6 Errored Frames Filtering Test 

Standard: RFC 2889 section 5.9. 

Purpose: This test determines the behaviour of the DUT under error or abnormal frame conditions. 

The test results indicate whether the DUT filters or forwards the errored frames. 

Methodology description: For the test execution a minimum of two test ports and two DUT ports are 

required. Multiple groups of two ports can be added to the test if desired. The test equipment 

emulates a single L2 MAC address per port. Learning frames are sent to the DUT and verified. Errored 

traffic is then sent in one direction from one test port through the DUT destined for the other test 

port. Various frame sizes and port loads are used across multiple test trials (iterations). 
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General test network topology: 

 

Figure 3.6: General test network topology – Errored Frames Filtering Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Trial Duration – The recommended trial duration is 30 seconds. Trial duration should be 

adjustable at least between 1 and 300 seconds. 

• Intended Load (Iload) – The intended load per port is expressed as a percentage of the 

medium’s maximum theoretical load, regardless of traffic orientation or duplex mode. The test 

should be run multiple times with a different load per port in each case. 

Specific Errored Frames Filtering Test parameters: 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

• Burst Size – Defines burst sizes and how they vary through successive test trials. Defines the 

number of test frames sent in one burst in the first iteration of the test. 

• Max Legal Frame Size – Defines the length threshold of the jumbo frame counter (includes 

CRC). Configurable options are from 1 to 65,535 bytes. The default value is 1,518 bytes. 

• Errored Ethernet Frame 

○ CRC Errors – Enables generation of CRC errors in IPv4 packets. Configurable options are 

from 64 to 10,000 bytes. The default value is 64 bytes. 

○ Undersize Frames – Enables generation of undersized frames in IPv4 packets. Configurable 

options are from 40 to 63 bytes. 

○ Oversize Frames – Enables the generation of oversized frames. Configurable options are 

from 1,519 to 16,384 bytes. 

○ Dribble Bit Errors (see RFC 2889 section 5.9.3) – Test not available on the Spirent platform. 
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General testbed setup (DUT and tester): 

In an ideal situation the test network topology should include all available DUT ports in the testing 

procedure. Usually, due to resource restrictions, tests are done on a limited number of DUT and tester 

ports. For the example shown, a configuration of 2 DUT ports is used for the testing procedure. The 

tester network emulates 1 device per port. Traffic in the test is generated based on the configured 

end ports. 

Measurements that the users should expect for the performance assessment (test result format): 

Errored Frames Filtering by load 

• Error Type 

• Test Status – Passed/Error 

• Intended Load 

• Tx Signaling/Protocol Frame Count 

• Rx Signaling/ProtocolFrame Count 

• Tx Non Signaling/Protocol Frame Count 

• Rx Non Signaling/Protocol Frame Count 

• Oversize Frames 

• Undersize Frames 

• CRC Error Frames 

3.2.7 Latency Test 

Standard: RFC 2544 section 26.2. 

Purpose: The test measures the latency of the forwarded packet. To be compatible with the Spirent 

tester, the forwarding delay as defined in [RFC2544] was used. Forwarding delay is also called last in, 

last out (LILO) latency. The LILO latency is estimated as the time interval from when the end of the 

frame is transmitted from the source test port to when the end of the frame is received at the 

destination test port. 

Methodology description: Packets are sent from one or more of the tester’s source ports, through 

the DUT, to the tester’s destination ports. Forwarding delay can be measured at any intended load. 

The timestamp is inserted on the traffic generator and the delay on the cable (5.2 ns per metre at 

minimum) plus the time needed to place an entire frame on the medium are neglected or estimated 

and subtracted from the forwarding delay. 
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General test network topology: 

 

Figure 3.7: General test network topology – Latency Test 

Parameters and variables: 

General RFC 2544 test parameters: 

• Trial Duration – The recommended trial duration is 60 seconds. Trial duration should be 

adjustable at least between 1 and 300 seconds. 

• Intended Load (Iload) – The intended load per port is expressed as a percentage of the 

medium’s maximum theoretical load, regardless of traffic orientation or duplex mode. The 

intended load can be increased incrementally (per 10% for instance). 

• Duplex Mode – In this use case the traffic will be a full-duplex. 

General testbed setup (DUT and tester): 

The tester network emulates 1 device per port. Every port is in a different IPv4 network segment with 

its own default gateway. Traffic in the test is generated based on the configured end ports. Traffic flow 

is bi-directional with one-to-one mapping. Tester device 1 is paired with tester device 2 and tester 

device 3 is paired with tester device 4. 

Measurements that the user should expect for the performance assessment (test result format): 

Throughput by frame size (it is important to test several frame sizes) 

• Min Latency per Frame Size and per Load 

• Avg Latency per Frame Size and per Load 

• Max Latency per Frame Size and per Load 

• Min Jitter per Frame Size and per Load 

• Avg Jitter per Frame Size and per Load 

• Max Jitter per Frame Size and per Load 
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3.2.8 Broadcast Frame Forwarding Test 

Standard: RFC 2889 section 5.10. 

Purpose: This test determines the throughput of the DUT when forwarding broadcast traffic. 

Methodology description: The test equipment emulates a single L2 MAC address per port. Learning 

frames are sent to the DUT and verified. Full mesh broadcast traffic is then sent from every test port 

in a round-robin fashion through the DUT to all other test ports. Various frame sizes and port loads 

are used across multiple test trials (iterations). 

General test network topology: 

 

Figure 3.8: General test network topology – Broadcast Frame Forwarding Test 

Parameters and variables: 

General RFC 2889 test parameters: 

• Trial Duration – The recommended trial duration is 30 seconds. The trial duration should be 

adjustable by at least between 1 and 300 seconds. 

• Intended Load (Iload) – The intended load per port is expressed as a percentage of the 

medium’s maximum theoretical load, regardless of traffic orientation or duplex mode. The 

intended load will not over-subscribe the DUT/SUT in this test. 

• Duplex Mode – In this use case the traffic will be full-duplex. 

• Frame Size – The frame size can vary between 64 and 16,383. Recommended frame sizes are 

64, 128, 256, 512, 1,024, 1,280 and 1,518 bytes, per RFC 2544 section 9. It is also necessary to 

notify the user how the frame sizes will vary through successive test trials (note that the frame 

size includes the CRC). 
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Specific Broadcast Frame Forwarding Test parameters: 

• Encapsulation – The frame encapsulation for existing endpoints (Ethernet II). 

Measurements that the user should expect for the performance assessment (test result format): 

Broadcast Frame Forwarding by frame size (it is important to test several frame sizes) 

• Frame Size 

• Intended Load 

• Offered Load 

• Forwarding Rate 

• Tx Frame Count 

• Rx Frame Count 

• Frame Loss 

3.3 Testbed Architecture and Test Tool 

Spirent TestCenter [SpirentTC] is an advanced test solution delivering high performance with 

deterministic and detailed results. It provides software and hardware components used to test, 

measure and validate the network components and deploy services with predictable quality levels. 

The equipment used during the tests consisted of: 

• Spirent N4U chassis (SPT-N4U). 

• Spirent MX3 2-Port 100 GbE QSFP28 (MX3-100GO-T2). 

• Spirent MX 2-Port 100 GbE CFP2 (MX-100G-P2). 

• Spirent TestCenter application v. 5.18. 

The tester was connected to the DUT with 4 100GBase-LR4 interfaces. 

The DUT was configured with 4 100 GbE interfaces in a single bridge domain. 
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Spirent TestCenter DUT

4x100GBase-LR4

 

Figure 3.9: Spirent TestCenter configuration 

3.4 DUT Router Configuration 

As the configuration is the same for all tests, the relevant part of the DUT configuration in a bridge 

setup is given in Figure 3.10. 

! 
bridge 10 
 description PPN-RFC-validation 
 mac-learn 
 exit 
! 
interface sdn4 
 description POZ0001@31/0 -> SPIRENT@PSCN-#1 
 mtu 1500        
 macaddr 001a.2557.3a3e 
 lldp enable 
 bridge-group 10 
 no shutdown 
 no log-link-change 
 exit 
! 
interface sdn6 
 mtu 1500 
 macaddr 003a.3249.7e0c 
 lldp enable 
 bridge-group 10 
 no shutdown 
 no log-link-change 
 exit 
! 
interface sdn7 
 mtu 1500 
 macaddr 0028.491b.5a5f 
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 lldp enable 
 bridge-group 10 
 no shutdown 
 no log-link-change 
 exit 
! 
interface sdn8 
 mtu 1500 
 macaddr 0051.0600.0669 
 lldp enable 
 bridge-group 10 
 no shutdown 
 no log-link-change 
 exit 
! 

Figure 3.10: Configuration of the DUT in a bridge setup 

 

 



 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

25 

4 Results 

This section provides a summary of the results and the conclusions of the different tests performed. 

The detailed results can be seen in Appendix A. 

4.1 RFC 2889 Forwarding Test Results 

The results of the measurements show the switching efficiency of the tested device for frames of 

various sizes. 

It is clearly apparent that the switch is operating at full speed for frames of 256 B and larger. For frames 

with a length of 128 B, the switching efficiency is close to 100%. 

The switching efficiency of 54% for 64 B frames is as expected and typical of today’s switching 

platforms. It means that the device is able to handle up to 54% of the total interface capacity for traffic 

consisting of 64 B frames. For longer frames (such as 256 B and above), it offers line-rate switching. 

From the obtained results it can be concluded that the tested device will work properly in the assumed 

conditions and configuration. 

The detailed results are presented in Appendix A.1. 

4.2 RFC 2889 Address Caching Capacity Test Results 

As part of the test, the number of MAC addresses supported by the switch was tested. The result was 

20,480 addresses. 

The test results are consistent with the parameters of the device and confirm its proper functioning 

and that it meets the requirements for this platform. 

The detailed results are presented in Appendix A.2. 

4.3 RFC 2889 Address Learning Rate Test Results 

As part of the test, the address learning rate of the new MAC addresses was tested. The test was 

performed for 1,518 B frames. The result was 14,880 addresses (frames with different addresses) per 

second. 
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The test results confirm the correct functioning of the device and meet the requirements for this 

platform. 

The detailed results are presented in Appendix A.3. 

4.4 RFC 2889 Congestion Control Test Results 

The test results confirm the correct operation of the tested device (DUT) under overload conditions 

of one of the output interfaces. The obtained results are in line with the theoretical expectations and 

predictions. 

For the shortest frame length of 64 B, no Head of Line Blocking (HOLB) was observed for burst values 

below 50,000 packets. For burst values greater than 50,000 packets, the HOLB effect was noticeable 

regardless of the average traffic. 

On the other hand, for packets with a length of 1,500 B, the HOLB phenomenon was already visible in 

the case of a burst size equal to 10,000 packets. 

From the tests, the estimation of the size of buffers available on the device is close to the actual size. 

It should be noted here that the purpose of the test is not to accurately estimate the size of buffers 

available on the device. An additional test should be carried out to investigate this parameter. 

The conducted test allowed an objective result for the operation of the device under certain 

conditions to be obtained. An example of the use of the test results may be the device’s resistance to 

the sudden appearance of a large number of small packets originating from a DDoS attack. 

The detailed results are presented in Appendix A.4. 

4.5 RFC 2889 Forward Pressure Test Results 

The measurement obtained clearly shows that the Forward Pressure phenomenon was not observed 

on the tested device. The obtained results confirm the correct operation of the switch in this regard. 

The detailed results are presented in Appendix A.5. 

4.6 RFC 2889 Errored Frames Filtering Test Results 

The test was carried out in order to test the possibility of automatically filtering out frames that are 

too short and too long or contain CRC errors. 

The obtained results confirm the correct filtering of incorrect frames for the tested traffic load values 

(from 10% to 50%). 

The detailed results are presented in Appendix A.6. 
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4.7 RFC 2544 Latency Test Results 

In the traffic generator used (Spirent TestCenter device), the last in, last out (LILO) latency is estimated 

as the time interval from when the end of the frame is transmitted from the source test port to when 

the end of the frame is received at the destination test port. 

The obtained measurements indicate almost no (slight) differences between the delays of switching 

frames of various lengths. 

The average switching latency for the DUT is about 57 𝞵s which is a normal and expected level. The 

differences between the maximum and minimum values of the delay are very small and are on the 2 

𝞵s level. 

The measurement results confirm the stable operation of the tested device (DUT) in terms of switching 

delays. 

The detailed results are presented in Appendix A.7. 

4.8 RFC 2889 Broadcast Frame Forwarding Test Results 

It was decided to measure Broadcast Frame Forwarding according to the RFC 2889 description instead 

of RFC 2544. 

The obtained results allow the efficiency of switching broadcast frames at 13,081 fps to be estimated. 

With regard to the obtained measurements, it should be noted that for the value of 14,880 fps of 

transmitted frames, the test result is classified as FAIL. 

The result obtained is sufficient to handle broadcast traffic for the target use case. However, if the 

device were also to handle multicast traffic, then due to the mutual similarity from the point of view 

of switching in OSI layer 2, additional tests for multicast traffic or modification of the switch 

configuration would have to be performed. 

The detailed results are presented in Appendix A.8. 
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5 Conclusions 

This document has described a methodology for validating the performance of network devices. 

Recognising that it is now possible to have several network operating systems that are able to run on 

one hardware device, the proposed approach is to test the performance of the combination of the 

control plane, the data plane and the hardware chosen in the context of the selected use case. Some 

hardware devices or network operating systems are very versatile but others target only one segment 

of the market, for instance, data centre switches. This approach is not specific to white boxes; it can 

be used also for a traditional network device. 

It is crucial to specify the list of tests that have to be conducted. Such a specification enables a fair 

comparison to be made between the network devices with their NOS. The RFCs outline the procedure 

and are a very good guideline for the test specification. 

After the tests have been done, the analysis of results should take into consideration the internal 

architecture of the chipset (for instance, usage of external memory could degrade performance). 

In this document, as an example, the “Private Peering Node (PPN) Level 2” use case (similar to a typical 

L2 switch use case) was tested on a combination of a Wedge 100BF-32X [Wedge] with the NOS freeRtr 

[freeRtr] running on the Router for Academia, Research and Education (RARE) [RARE] data plane. The 

tests were conducted with the Spirent TestCenter traffic generator [SpirentTC]. As freeRtr does not 

provide a broadcast storm control mechanism and MAC ACL, in this use case a workaround solution 

for MAC ACL is available. Taking this restriction into consideration, the conclusion is that this 

combination of the Wedge 100BF-32X with the NOS freeRtr running on the RARE data plane provides 

the appropriate performance to handle the Private Peering Node Level 2 use case in production. 

The tests that were carried out allow the creation of a database or template of tests that could easily 

be reused by European NRENs for other use cases. As the number of use cases is limited, it would be 

very useful to take advantage of the test list, to adapt it to the particularity of the NREN use cases. It 

is also possible to have a test platform or a code framework that could be shared, especially as there 

are now open-source traffic generators such as the Realistic Traffic Generator (TRex) [TRex]. 
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Appendix A Test-Results Reports 

This appendix presents the detailed test-results reports generated by the Spirent TestCenter software. 

A.1 RFC 2889 Forwarding Test Results Report 
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A.2 RFC 2889 Address Caching Capacity Test Results Report 
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A.3 RFC 2889 Address Learning Rate Test Results Report 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

39 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

40 

 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

41 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

42 

 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

43 

 



Appendix A Test-Results Reports 

White Paper: White Box Performance Validation 
Document ID: GN4-3-22-91e5p2 

44 

A.4 RFC 2889 Congestion Control Test Results Report 
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A.5 RFC 2889 Forward Pressure Test Results Report 
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A.6 RFC 2889 Errored Frames Filtering Test Results Report 
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A.7 RFC 2544 Latency Test Results Report 
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A.8 RFC 2889 Broadcast Frame Forwarding Test Results 
Report 
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Glossary 

ACL Access Control List 

B Byte 

BGP Border Gateway Protocol 

CFP C Form-factor Pluggable 

CPE Customer Premise Equipment 

CRC Cyclic Redundancy Check 

DC Data Centre 

DDoS Distributed Denial of Service 

DUT Device Under Test 

EBGP External Border Gateway Protocol 

FIFO First In, First Out 

FPS Frames Per Second 

HOLB Head of Line Blocking 

IEEE Institute of Electrical and Electronics Engineers 

IFG Interframe Gap 

Iload Intended load 

IP Internet Protocol 

ISP Internet Service Provider 

IX Internet Exchange 

Ln Layer n 

LACP Link Aggregation Control Protocol 

LAG Link Aggregation Group 

LILO Last In, Last Out 

MAC Media Access Control 

MOL Maximum offered load 

NOS Network Operating System 

NREN National Research and Education Network 

Oload Offered load 

OS Operating System 

OSI Open Systems Interconnection 

PPN Private Peering Node 

QSFP Quad Small Form-factor Pluggable 

RARE Router for Academia, Research and Education 

RFC Request for Comments 

Rx Recevied 

SUT System Under Test 

TRex Realistic Traffic Generator 

Tx Transmitted 

VLAN Virtual Local Area Network 

WB White Box 


